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Research Background

Needs / Issues

Tracking individuals
across multiple camera
views presents challenges
that traditional tracking
algorithms often fail to
address.

n\%! i

{ &
QJ@-“W i

Motivations

Solution

Addressing problems related to

« Security (advanced surveillance system)
« Behavior Analysis (behavior pattern, emotion
D recognition)
 Human Flow Analysis (crowd management,
simulation)
« Origin-Destination (OD) Survey (tracking and
analyzing movement)

We also ex
to Vehicle Re-

D Person Re-ldentification

|dentification.

tend the method's SCOPE




Research Background

® Security

Crime Prevention CCTV (UK)
Source: Calipsa

Crime Prevention CCTV using Person Re-ld (China)

Source: Financial Times

Tokyo to Install 22,000 Security Cameras
on Metro in Advance of 2020 Olympics

East Japan Railway Co., or JR East, plans to install about 22,000
security cameras as part of efforts to increase public safety and
security before the 2020 Olympics

By Jessica Davis | Mar 12, 2019

East Japan Railway Co., or JR East, has announced plans to increase the number of
security cameras at stations in and around Tokyo and set up a department to monitor
the cameras 24/7. The cameras are part of the company'’s plan to increase public safety
and security in the led up to the 2020 Olympics, which will be held in Tokyo.

According to reports, by the time the Olympics open next July, about 22,000 security

-~
cameras will be present near JR East ticket gates and on platforms at about 1,200 "’

Source: Security Today
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https://securitytoday.com/Articles/2019/03/12/Tokyo-to-Install-22000-Security-Cameras-on-Metro-in-Advance-of-2020-Olympics.aspx?admgarea=ht.networkcentric
https://securitytoday.com/Articles/2019/03/12/Tokyo-to-Install-22000-Security-Cameras-on-Metro-in-Advance-of-2020-Olympics.aspx?admgarea=ht.networkcentric
https://www.ft.com/content/5ec7093c-6e06-11e7-b9c7-15af748b60d0
https://www.calipsa.io/blog/cctv-statistics-in-the-uk-your-questions-answered

Research Background

2 Human Flow Analysis
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Human Flow Analysis at Morioka City (2023~)

Source: https://morioka-machidukuri.ip/
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Human Flow Analysis at Kochi City from (2024~)
Source: https://prtimes.jp/main/html/rd/p/000000003.000145373.html
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https://morioka-machidukuri.jp/
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https://prtimes.jp/main/html/rd/p/000000003.000145373.html

Research Background
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Human Flow Analysis Inside the JR Kitakami Station BehaveEye® and RelD Technology by Cybercore
(2025/04~) (2025/04~)

Source: https://denkikogyo.co.ip/11740/

Source: https://cybercore.co.jp/news jp/2025/2101/ 4 '
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https://denkikogyo.co.jp/11740/
https://cybercore.co.jp/news_jp/2025/2101/

Research Background 2/ L
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2 Origin-Destination Survey

IO u,aLAHés‘...-_..‘L NIRRT TN

——— |

'l'mlll i‘J“ —

Get on the bus/train

Layer °
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Get off the bus/train Integration with edge devices Analysis within an area
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2 Behavior Analysis

Supermarket Layout

Shopping behavior
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Research Background

@ Person Re-ldentification

Search o o G & s
at BN L2 Matchediios
i T e
Query Image Image Gallery "’ 1




Research Background

@ Person Re-ldentification

Person Re-ldentification (RelD) is a computer vision task that focuses on identifying and
matching individuals across non-overlapping camera views distributed at distinct locations.

Person Re-ldentification

Camera

Query Images
. J

Camera #1 Cam-e-ra #2 a‘ér #-3 Camera #4 Camera #5

Q  Identify, track and link individuals across multiple cameras.

Q  Facilitating information exchange between cameras to
construct a complete trajectory of an individual's movement.

\'/
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Related Work:: ML Project Tasks

# Machine Learning Project Tasks

ML Algorithm Dev. 3.0% ML Operationalization 2.0%
ML Model Tuning 5.0% .‘

Data Cleansing 25.0%

ML Model Training 10.0%

Data Identification  5.0% .

Data Aggregation 10.0%

Data Augmentation 15.00\ '. .

Source: Cognilityca (Percentage of Time Allocated to Machine Learning Project Tasks)

Data Labeling 25.0%

Approximately 80% of the total
time is dedicated to data gathering
and preprocessing, which are
crucial steps for ensuring the
success and accuracy of the
model.

\'/
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https://www.forbes.com/sites/cognitiveworld/2020/02/02/the-human-powered-companies-that-make-ai-work/?sh=6724624b670c
https://www.forbes.com/sites/cognitiveworld/2020/02/02/the-human-powered-companies-that-make-ai-work/?sh=6724624b670c

Related Work:: Person/Vehicle Re-Identification

@ Various Person/Vehicle Re-ldentification Methods

Person/Vehicle Re-Identification (RelD)

mﬁ' "
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—  Pose-guided RelD

|

Generalizable RelD

Lifelong RelD

Others

— Attribute-guided RelD

Direct Transfer

— Spatial-temporal RelD

Time-intensive tasks
required for image
labeling.

{\@

1
1
1
1
1
1
1
1
1
1
1
1

v

Adaptation of the pre-
trained model is required
to achieve optimal
performance on the new
domain or dataset.

v
Trained on a source
dataset and directly
evaluated on a target
dataset.

d-—-—-——— e e ==

Continual Learning:
learn continuously
from new data without
forgetting previously
learned knowledge.

Cross-modality RelD

Long-term RelD

Group RelD

Person Search

\'/
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Related Work:: Unsupervised Domain Adaption

® Supervised vs Unsupervised Learning

Supervised learning

n\é' "

)(‘;‘*%Jj M‘S

‘ ‘ Struggles with domain

- ® o o | supervised learning adaptation because it relies on
&8 L o o o P 58 8 8 | dominates in terms of labeled data from the target
.-Cj ¢y K — L accuracy and robustness domain.

X 9 K e Oo © e but is resource-intensive Requires additional labeling
5 O ® o o R and lacks scalability. efforts when adapting to a new
modelaigorithm domain.
98O |
labeled data (by supervisor Unsupervised learning, Works in unsupervised domain
while less accurate, is adaptatign (UDA) settings by
Unsupervised learning more erxibIe, scalable, tranSfemng knOWIedge from
and better suited for real- labeled source domains to

tabeted input date st world applications where unlabgled target domams. .

o e @ o - e Often involves techniques like
9 K L AN ANA data annotation is feature alignment, adversarial
Iy K — ¢ o o o %/ ) impractical. learning, and style transfer.

5 &8 9 9% Ny
® o o

model/algorithm
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https://www.scribbr.com/ai-tools/supervised-vs-unsupervised-learning/

Related Work:: Unsupervised Domain Adaption /L

# Cross-Domain Adaption

Domain

—>

Adaptation

L Domain A ) Domain B

Source domain: @ Y A Target domain: [ ] /\ O v%
Re-identification (Re-ID) algorithms often struggle to generalize Cross-domain adaptation for person re-identification
effectively across different domains. aims to bridge the performance gap between two

distinct domains.

Universit




Related Work:: Contrastive Learning Al

# Effective Model Training: Contrastive learning

Contrastive learning extracts meaningful representations by distinguishing
between positive and negative instance pairs.

Otters e R bl Grizzly Bears




Related Work:: Contrastive Learning /L
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# Contrastive learning (Early Foundations)

Dimensionality Reduction & } Siamese Networks } Contrastive Loss
Distance Metrics (1990s-2000s) (1993, Bromley et al.) [3] (2005, Chopra et al.) [4]

Sumit Chopra, Raia Hadsell, and Yann

Principal Comp. Analysis (PCA) [1] Siamese Networks LeCun published "Learning a Similarity

Linear Discriminant Analysis (LDA) [2]. for signature verification Metric Discriminatively, with Application to
Face Verification” in 2005

PCA: LDA:
component axes that maximizing the component
maximize the variance axes for class-separation

[PREPROCESSING|  [PREPROCESSING |

T Brom B Broan
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Related Work:: Contrastive Learning /L
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# Contrastive learning (Deep Learning Era 2010s)

Supervised Contrastive Learning

Verification (2015, FaceNet by (2017-2019) [6]

Deep Siamese Networks for Face }
Google) [5]

Self-Supervised Contrastive Learning
(2020, SimCLR & MoCo)

The FaceNet model (Schroff et al., 2015)
leveraged triplet loss, a more advanced
contrastive learning loss function, for
face verification.

Deep Metric Learning and Supervised
Contrastive Learning extended these
ideas.

SimCLR (Chen et al., 2020) [7] and MoCo (He
et al., 2020) [8] applied contrastive learning in
Sefl-supervised tasks.

Negative m :
Ar::‘h}’. LEARNING e Palr Based Formulations
— — Negative

e Anchorw

Contrastive Loss ProxyNCA Loss Language Guidance
Positive Positive
Triplet Loss Proxy Anchor Loss Directional Regularization
The Triplet Loss minimizes the distance fFalross POVENL Loss
between an anchor and a positive WS Loss

% Supervised -k SIMCLR (4x)
s I % SImCLR (2x)
g e eCPCv2-L
g 70F MoCo (4x]
3 *SimCLR oCMC ¢ (4x)
Q eoPIRL-c2x
< AMDIM
~ &5} 2 eMoCo (2x)
é_ ‘CPC\Q PIRL-ens.
P PIRL oBigBiGAN
g 6ok *MOCO
i LA
g
E I eRotation
55 e|nstDisc
25 50 100 200 400

Number of Parameters (Millions)




Related Work:: Contrastive Learning 2/ L
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® Summary of related “contrastive learning” work

This study:

} Modern Contrastive Learning in RelD }  Contrastive Learning
(2019-Present) « Ensemble (local & global features)

* RelD (person and vehicle)

Early Works (2016-2018)

 Contrastive Learning for Domain
Adaptation [10]
+ Self-Supervised RelD [7,8]

Contrastive learning can be leveraged to
enhance feature representation for RelD

* Triplet Loss-based Approaches [5]
« Siamese Networks for RelD [9]

% Supervised ek SIMCLR (4x)
s °f *SImCLR (2x)
g e eCPCv2-L
g 70F in MoCo (4x
5 *SimCLR oCMC ¢ (4x)
% PIF{L 02x AMDIM
=3 St ? We are here
Y CPCv2 PIRL-ens
2 PR oBigBiGAN
% ) & *MDCO
[3]
g
£ L eRotation
55 e|nstDisc
25 50 100 200 400 626

Number of Parameters (Millions) ‘I,
lwate Prefectural
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Related Work:: Global and Local Features 2/ L
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® Self-similarity Grouping (SSG) [12]

SSG explores the use of global and local features of the Unsupervised
Domain Adaptation (UDA) in Person RelD.

Target Dataset

___________________________________________

WhoIe Bodies \ ) _§ "

. Upper Parts ._ﬁwwn--.
| Bottom Parts ..-!-!. -

(1) SSG uses a single network for feature extraction in
clustering, which is susceptible to the generation of
numerous noisy pseudo-labels.

(2) SSG performs clustering based on global and local
features independently, resulting in unlabeled samples

2 < acquiring multiple different pseudo-labels, leading to

Self-spaces | Self-spaceC ambiguity in identity classification during training.

SeIf—simiIarityl I Model Updating

Grouping with Assigned Labels

- e s e e e o - - em e .




Tackle the Unsupervised
Domain Adaptation (UDA)
problem in Person RelD

Extend to Vehicle RelD,
and further Object RelD
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There are two stages: pre-training (stage 1) the model on the source domain in
a fully supervised manner and fine-tuning (stage 2) the model on the target
domain using an unsupervised learning approach.

Stage 1: Fully
Supervised Training L L
using Source Domain A\ J A\ J A\u IA\ J

Dataset

Customized Labeled Source
Domain Dataset

pr— — r—
0 Tnit step: copy Stage 2 Uns_uperwsed

(Source Pre-training)

Unlabeled Target Domain Dataset

.‘.e". Weights and Biases Student Network Trammg .usmg Target Trained Student Network
.’ 7/ *. Domain Dataset
J (Fine Tuning)
ResNet-based Model e — ———

Teacher Network Trained Teacher Network
(Used for Inference)




P Methods:: CORE-RelD V1 ALY
roposed Methods:: CO e U

Needs Related work CORE-RelD V1
Pre-training the model on the source
domain in a fully supervised CAMStyle (CycleGAN) from the Use the camera-aware style transfer
manner. The data is limited; we want supervised learning task. to improve the training dataset.

to use the data effectively

Global and local features D

consideration SSG [12] D Ensemble Fusion

Control the inter-channel
relationships of features to guide D Attention Map, Convolutional Block D Efficient Channel Attention Block
the model’s attention to meaningful Attention Module (CBAM) [14] (ECAB)
structures within the input image

FlipRelD [15] used horizontally
flipped counterpart in supervised
learning task.

Bidirectional Mean Feature
Normalization (BMFN)

Extract information from input
images effectively.

lwate Prefectural
University



Proposed Methods:: CORE-RelD V2 2/ L
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CORE-RelD V1's Limitations CORE-RelD V2

} Expanded application scope: supports Person, Vehicle,

Limited application domain: only Person RelD and further Object RelD

Advanced synthetic data generation: handles unknown
camera setups using both camera-aware style transfer

Synthetic-data generation challenge: ineffective when }
and domain-aware style transfer

the number of cameras was unspecified

Inefficient data augmentation: The Random Grayscale } Improved data augmentation: combines local and global
Patch Replacement technique only operated locally grayscale changes for stronger generalization.

\'/
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Proposed Methods:: CORE-RelD V2 2/ L
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CORE-RelD V1's Limitations CORE-RelD V2

Clustering limitations: random centroid initialization in } Enhanced clustering with greedy K-means++: uses greedy
K-means causes slow, unstable, and imbalanced results K-means++ for faster, more stable results

Feature fusion issue: the ECAB module enhanced only } Ensemble fusion++: enhances both local and global
local features, ignore the global features features
Restricted backbone support: only support heavy } Flexible backbone support: supports lightweight
networks (ResNet 50, 101, 152) backbones like ResNet18/34 for edge use

\'/
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Methodology:: Pre-Training /L
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® Pre-Training: Camera/Domain-aware style transfer on source dataset

Training set Total training Total generated set
o (Real) set (Real) (Style-transferred)
Create the full training set s oo s o o Camera-Aware s 00 000
for the source domain L m\ sy Mt 'm\
Models ‘
Test set Total training set for training

(Real) on source domain (Real & Style-transferred)  Person

Training set Total training Total generated set

(Real) set (Real) (Style-transferred)

Domain-Aware

ﬁﬁﬁﬁﬁﬁg%mmmqﬂﬁﬁﬁ

Models

S T

Test set Total training set for training
(Real) on source domain (Real & Style-transferred)  Vehicle

\b'
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Methodology:: Pre-Training 2/ L
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® Pre-Training: Camera-aware style transfer on source dataset

Cam2

Market1501 Dataset
(Training Data)

Market1501 Dataset
(Test Data)

CycleGAN [13] was
used to build Style
Transfer Models

[ Camera-Aware Style Transfer Models J [ Camera-Aware Style Transfer Models J

Cam1-92 Cam1->3 Caml1l->4 Cam1->5 Cam1-6 Cam2-1 Cam2->3 Cam2->4 Cam2-5 Cam2-6

Cerimar) oo

CUHKO3 Dataset Camera- CUHKO3 Dataset Camera-

(Training Data) Aware (Test Data) Aware
Style Style

Transfer Transfer

\ Models | 55 \ Models
Cam 1->2

'/
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Methodology:: Pre-Training vw
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® Pre-Training: with some datasets not specifying the number of cameras, we
applied Domain-aware style transfer approach.

~ B
CycleGAN [13] was Domain-Aware
used to build Style Style Tcl'laileef
Transfer Model Models
ansfer Models . )
VeRi-776’s Difference
Real Image Output Highlight
e )
Domain-Aware
Style Transfer
Models
N Y _
VehiclelD’s VeRi-776-Styled

Real Image Output




Methodology:: Pre-Training

® Pre-Training: Source-domain pre-

Supervised Pre-Training

2 N - eﬁ% Total training set
Jﬁ | (Real & Style-transferred)

y
y

training

[ > >
Identity x Identity x : Identity x Identity x
I
— S —— Y IS R A e B e B I
|
< © ) ) ~ | e © = ~ ~ =
5 o o A ~N ~N — [ ) S — - =
bS] ~N — - wn e ~N = wn wn ~
a = 3 > > > > = > > > > >
- o » o [ e L Cl» Clp C Ch» S & ClL» St &
. X S 8 o o o o .1 S o S o o S
rocessin g | |m = = 2 = 2 = o 2 2 o
= = 0 o - %) o | m s o %) =
AHREIRGIRE 3| & |3 NEIRE I 3 |&] (3
X | — —
[
|
L i . [ S e et — | . .
3x 4x ! 23x 3x
lececacccacceaeasecee! lcacaccacaccacaccaa-
Convl_x Conv2_x Conv3_x Conv4_x Conv5_x

ResNet101

The overall training process in the fully supervised pre-training stage.
ResNet101 is used as the backbone in the training process.

P e = = === -

['S,triplet

LS,ID

| —

y =

2048
N features
FC Layer

\'/
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# Fine Tuning: Target-domain fine-tuning

/~ Unlabeled Target
domain’s data {ieil sl - Weights and Biases

Init step: copy

I |

Student Model

(Resnet-Based)

Mean Teacher’s
Update
Momentum

T B

Teacher Model

Unlabeled Target (Resnet-Based)
domain’s data

]RCxHxW

RCxixl

: A
Init step: copy Weights

and Biases

Gl
GAP: Global average pooling

BN: Batch normalization

]fol

y:: Fine Tuning

Ensemble Fusion++
(with SECAB and ECAB)

BMFN —

global

top
LT,triplet

Clustering
(bottom)

Clustering

(global)

Clustering

(top)

Clustering (bottom)

v

\\/4
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€ Fine Tuning: Target-domain fine-tuning
Ensemble Fusion

Enhanced Channel

. Attention Block ~Weop
The comparison between (ECAB)

Ensemble Fusion and
prOPOSEd Ensemble Enhanced Channel
Fusion++ component. Shottom Attention Block Phot zhot

(ECAB) -

Ensemble Fusion++

Enhanced Channel
Attention Block
(ECAB)

1 Simplified Enhanced
Wﬂbﬂ[

Channel Attention
Block (SECAB)

I
T global

Enhanced Channel
Chottom Attention Block Whottom _I.fbt}[.tom

global
(ECAB)

\\/4
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® Element-wise multiplication  GAP: Global average pooling BN: Batch normalization



Methodology:: Fine Tuning 2/ L

%”%‘ijﬁ
. - . g : ECAB and SECAB designs
@ Fine Tuning: Target-domain fine-tuning J
Aspect ECAB SECAB /Efficient Channel Attention Block (ECAB) \
Target Use Local feature vectors  Global feature map \le(l
. 1 + i + Max Pooling ¢™** o Refined Max Pooling ¢5y7p
Pooling Adaptive Max Avg Adaptive Max Avg Mv——un / T e
Pooling Pooling S e
. Shared Multilayer Same Shared Multilayer| (55§ P | Y —®
Attention Core Input Feature (| e -
Perceptron Perceptron ¢ i —
. Attention map X . g Ssdee
Output Processing P Attention map only | i 4 S
(max + avg feature) \ @ = ® ©
Residual . . : .
. . With refined global ~ With original global
Information Fusion
features features Enhanced Feature #
(Later) /Simplified Efficient Channel Attention Block (SECAB) \
Higher (due to \
Combputational Cost residual and Lower (no fusion step, | le[l | -
P additional element-  lightweight on GPU) il R g
wise operations) o —@®
Local-level features  Global-level features I i &
Deployment Stage : )
TEfl n ement refl nement Refined Average Pooling
Used in Ensemble N fsvir
Yes No
Fusion \ '
Used in Ensemble Ves Yes ‘ ,
Fus‘on'l“l' @Addition ® E:f:ll:lepl;:;;llii @ Sigmoid Enhanced Feature ¢, \watﬁnf’\’r,‘g;;g;ura\




Tuning

# Fine Tuning: Target-domain fine-tuning

The initialized
Greedy K-means++ initialization clusters are much
better

KMeans with Random Initialization KMeans with k-means++ Initialization
10.0} 10.0}
7.5 “ 7.5+ x :
5.0} 50+
X
X
X
2.5} x“f 2.5}
x
b 4
0.0} 0.0}
—25¢ —2.5¢
—5.0} -5.0}
X x xX_x A
—75} %x _75} ’
“10 -8 -6 -4 -2 0 2 4 s “10 -8 -6 -4 -2 0 2 4 s
Cluster centers are initialized randomly Cluster centers are initialized using a greedy strategy

to maximize the initial separation.

lwate Prefectural
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Methodology:: Fine Tuning

® Fine Tuning: Target-domain fine-tuning The number of
e number o

PR iterations is less (4
Greedy K-means++ initialization instead of 7)

Iteration: 1 lteration: 1

LI I
[ =

T T T T T T T T T T T T T T
0 2 4 ¥] 8 10 12 0 2 4 6 8 10 12 e

Cluster centers are initialized randomly Cluster centers are initialized using a greedy strategy
to maximize the initial separation.

lwate Prefectural
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Results:: Evaluation Datasets

® Six benchmark datasets

.. Test Set (ID/Image)
Category Dataset Location Environment Cameras Training Set
(ID/Image) Gallery Query
Market-1501 Tsinghua University, China Outdoor campus 6 751/12,936 750/19,732 750/3,368
Person ~CUHK03 Clinese University of Hong Indoor 2 767/7,365 700/5,332 700/1,400
RelD Kong
MSMT17 A university campus in China Ouitggggfnd 15 1,401/32,621 3,060/82,161 3,060/11,659
VeRi-776 A city in China Surveillance 20 576/37,778 200/11,579 200/1,678
cameras
Surveillance Test800: 800/800 Test800: 800/6,532
VehicleID China (highways and streets) cameras - 13,134/110,178 Test1600: 1,600/1,600 Test1600: 1,600/11,395
Test2400: 2,400/2,400  Test2400: 2,400/17,638
Vehicle
RelD
- f}:ﬁ;’:ﬂa;;‘; e Test3000: 3,000/38,816  Test3000: 3,000/3,000
VERI-Wild  Multiple cities in China 174 30,671/277,794  Test5000: 5,000/64,389  Test5000: 5,000/5,000

area

Test10000: 10,000/128,517 Test10000: 10,000/10,000

lwate Prefectural
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Results:: Evaluation Datasets

® Six benchmark datasets

Veri-776 [19] VehiclelD [20] VERI-Wild [21] | Watﬁnpvrggguj




Results:: Market =& CUHK & CUHK — Market

m;;y | |
‘%%%yj m&/"%&
Market - CUHK CUHK — Market

Method Reference mAP R-1 R-5 R-10 mAP R-1 R-5 R-10
SNR? [96] CVPR2020 175 171 - - 524 778 - -
UDAR [14] PR 2020 209 203 - - 566 771 - -
QAConvsy, 2 [97] ECCV2020 329 333 - - 665 850 - -
MBL2 [98] CVPR2021 357 365 - - 624 87 - -
MetaBIN 2 [99] CVPR2021 430 431 - - 672 845 - -
DFH-Baseline [100] CVPR2022 102 112 - - 132 311 - -
DFH 2 [100] CVPR2022 272 305 - - 313 565 - -
META 2 [101] ECCV 2022 471 462 - - 765 905 - -
ACL2[102] ECCV 2022 494 501 - - 768 906 - -

RCFA [103] Electronics 2023 17.7 185 33.6 434 345 633 788 839

CRS [104] JSJTU 2023 - - - - 653 825 930 959
MTI [105] JVCIR2024 163 162 - - - - - -
PAOA+ 2 [106] WACV 2024 503 509 - - 779 914 - -

Baseline (CORE-ReID) [11] ~ Software2024 659 610 796 872 836 936 973 987

Direct Transfer Ours 239 246 403 489 355 633 778 832

CORE-RelD V2 Tiny Ours
(ResNet18) M 330 319 489 59.1 603 834 918 947
CORE-RelD V2 Ours 664 669 834 889 845 939 97.6 98.7

Bold denotes the best while Underline indicates the second-best results. 2 indicates the method
uses multiple source datasets.
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Results:: Market & MSMT & CUHK = MSMT

Market = MSMT

CUHK - MSMT

Underline

Method Reference mAP R-1 R-5 R-10 mAP R-1 R-5 R-10
NRMT [107] ECCV 2020 19.8 43.7 56.5 62.2 - - - -
DG-Net++ [87] ECCV 2020 22.1 48.4 - - - - - -
MMT [15] ICLR 2020 22.9 52.5 - - 13.5P 30.9b 444> 51.1°P
UDAR [14] PR 2020 12.0 30.5 - - 11.3 29.6 - -
Dual-Refinement [108] ArXiv 2020 251 533 66.1 715 - - - -
SNR 2 [96] CVPR 2020 - - - - 7.7 220 - -
QAConvg,2[97] ECCV 2020 - - - - 17.6  46.6 - -
M3La[98] CVPR 2021 - - - - 174 38.6 - -
MetaBIN 2[99] CVPR 2021 - - - - 18.8 41.2 - -
RDSBN [109] CVPR 2021 30.9 612 731 774 - - - -
ClonedPerson [110] CVPR 2022 14.6 41.0 - - 134 423 - -
META 2 [101] ECCV 2022 - - - - 244 52.1 - -
ACL? [102] ECCV 2022 - - - - 21.7 473 - -
CLM-Net [111] NCA 2022 29.0 56.6 69.0 74.3 - - - -
CRS [104] JSJTU 2023 22.9 43.6 563 627 222 425 557 624
HDNet [112] IJMLC 2023 25.9 534 664 72.1 - - - -
DDNet [113] AT2023 28.5 593 721 76.8 - - - -
CaCL [114] ICCV 2023 36.5 66.6 75.3 80.1 - - - -
PAOA+2[106] WACV 2024 - - - - 26.0 52.8 - -
OUDA [115] WACYV 2024 20.2 46.1 - - - - - -
M-BDA [116] VCIR 2024 267 514 643 68.7 - - - -
UMDA [117] VCIR 2024 327 624 727 784 - - - -
Baseline (CORE-ReID) [11] Software 2024 41.9 69.5 803 844 404 673 79.0 83.1
Direct Transfer Ours 11.7 30.2 429 48.0 355 633 77.8 82.7
CORE-RelD V2 Tiny Ourﬂ 35.8 64.7 76.6 808 188 442 571 62.3
(ResNet18)
CORE-RelID V2 Our 44.1 71.3 824 86.0 40.7 68.7 79.7 834

Bold denotes the best while
indicates the second-
best results. 2 indicates the method
uses multiple source datasets, P
denotes the implementation is
based on the author’s code.
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Results:: VehiclelD — VeRi-776

m;;y | |
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VehicleID — VeRi-776
Method Reference mAP R-1 R-5 R-10
FACT [1] ECCV 2016 18.75 5221 72.88 -
PUL [42] ACM 2018 17.06 5524 67.34 -
SPGAN [66] CVPR 2018 16.4 57.4 70.0 75.6
VR-PROUD [118] PR 2019 2275 55.78  70.02 -
ECN [119] CVPR 2019 20.06 5741 70.53 -
MMT [15] ICLR 2020 353 716 8.6 i Bold value.s represept the best
SPCL [44] NIPS 2020 38.9 304 868 i results while Underline values
PAL [120] IJCAI 2020 4204 6817 7991 - indicate the second-best
UDAR [14] PR 2020 35.80 7690 85.80 89.00 performance. Baseline is
ML [121] ICME 2021 3690 77.80 85.50 - CORE-RelD V1 method.
PLM [122] Sci.China 2022 4737 77.59  87.00 -
VDAF [123] MTA 2023 2486 46.32 55.17 -
CSP+FCD [124] Elec 2023 45.60 74.30 83.70 -
MGR-GCL [5] ArXiv 2024 48.73  79.29 87.95 -
MATNet+DMDU [125] ArXiv 2024 49.25 7913 88.97 -
Baseline Ours 4770 7812 86.23 88.14
Direct Transfer Ours 22.71 6204 7179 76.32

CORE-RelD V2 Tiny
(ResNet18)

CORE-ReID V2

Ours M 1017 73.00 8141 8540
Ours 1950 8015 89.05 9029 \"
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Results:: VehiclelID — VERI-Wild Y |
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VehicleID — VERI-Wild

Test3000 Test5000 Test10000
Method Reference mAP R-1 R-5 R-10 mAP R-1 R-5 R-10 mAP R-1 R-5 R-10
SPGAN [66] CVPR 2018 24.1 59.1 762 - 216 55.0 745 - 175 474 66.1 -
ECN [119] CVPR 2019 347 734 888 - 306 68.6 846 - 247 61.0 782 -
MMT [15] ICLR 2020 27.7 55.6 774 - 23.6 477 715 - 18.0 40.2 65.0 - Bold values represent the best
SPCL [44] NIPS2020 251 488 728 - 215 420 66.1 - 16.6 327 557 - results while Underline values
UDAR [14] PR2020 300 68.4 853 - 262 625 81.8 - 208 537 739 - indicate the second-best
AE [126] CCA2020 29.9 87.0 685 - 262 618 81.5 - 209 53.1 737 - g%r;‘g?ealgc\% '?ﬁ;‘;':)”de. 1S
DLVL [18] Elec2024 314 599 80.7 - 273 519 749 - 21.7 41.8 65.8 -
Baseline Ours  39.8 752 89.3 91.6 345 69.6 81.7 88.7 26.8 61.1 79.6 81.3
Direct Transfer Ours 209 482 64.3 70.7 189 443 609 66.9 15.6 38.0 53.3 59.8
CORE-ReID V2 Ours 28.6 56.5 749 80.2 23.1 52.1 70.6 784 19.9 48.1 66.3 74.6

Tiny

(ResNet18)
CORE-RelID V2 Oyifs 40.2 76.6 90.2 92.1 34.9 70.2 86.2 89.3 27.8 62.1 79.8 82.3
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Results:: VeRi-776 — VehiclelD AN
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VeRi-776 — VehicleID VeRi-776 — VehicleID VeRi-776 — VehicleID

Test800 Test1600 Test2400
Method Reference mAP R-1 R-5 R-10 mAP R-1 R-5 R-10 mAP R-1 R-5 R-10
FACT [1] ECCV 2016 - 4953 6796 - - 4463 64.19 - - 3991 6049 -
Mixed DiffsCCL [84] CVPR2016 49.00 7350 - - 4280 66.80 - - 38206160 -
PUL [42] ACM 2018 4390 40.03 56.03 - 37.68 33.83 49.72 - 3471 30.90 47.18 -
PAL [120] JCAI2020 5350 5025 6491 - 4805 4425 6095 - 4514 4108 59.12 - Bold values represent the best
UDAR [14] PR2020  59.60 54.00 66.10 72.01 55.30 48.10 64.10 70.20 52.90 45.20 62.60 69.14 irr?g;Jclzie"‘f[?]'éestejggﬁg_'ggs‘f[aI“es
ML [121] ICME 2021 61.60 54.80 69.20 - 4870 40.30 57.70 - 45.00 36.50 54.10 - S
o performance. Baseline is
PLM [122] Sci.China 2022 54.85 51.23 67.11 - 4941 45.40 6337 - 46.00 41.73 60.94 CORE-RelD V1 method.
CSP+ECD [124] Elec2023 5190 5440 6740 - 46.50 52.70 65.60 - 42.70 45.90 60.30 -
VDATF [123] MTA 2023 - - - - - 47.03 6486 - - 43.69 61.76 -
MGR-GCL [5] ArXiv 2024 55.24 5238 75.29 - 50.56 45.88 67.65 - 47.59 4283 64.36 -
DMDU [125] TITS 2024 61.83 55.61 6825 - 56.73 5328 63.56 - 53.97 47.59 61.85 -
Baseline Ours 64.28 56.16 74.55 81.15 60.02 51.84 71.62 78.08 56.15 47.85 66.89 75.27
Direct Transfer Ours 61.28 5350 69.81 76.13 57.23 48.57 67.05 73.77 52.31 44.04 61.08 68.60
CORE-RelD V2 Tiny ~ Ours 63.87 55.18 73.43 81.11 59.69 50.05 70.88 77.75 55.14 45.99 65.07 73.54
(ResNet18) '
CORE-RelD V2 O 67.04 58.32 76.51 84.32 63.02 53.49 74.36 81.85 57.99 48.62 68.30 77.11 \ ,
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Ablation Study:: Feature Maps Visualization AU’
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The feature map, visualized using Grad-CAM [22] at the global feature level,

highlights important features of each individual, represented as heatmaps.
Market - CUHK CUHK — Market

Overlap Flipped Image Feature Map Overlap Original Image Feature Map Overlap Flipped Image Feature Map
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Ablation Study:: Feature Maps Visualization U
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The feature map, visualized using Grad-CAM at the global feature level,

highlights important features of each individual, represented as heatmaps.
Market —» MSMT CUHK — MSMT

Original Image Feature Map Overlap Flipped Image Feature Map Overlap Original Image Feature Map Overlap Flipped Image Feature Map
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Ablation Study:: Feature Maps Visualization Y1)

The feature map, visualized using Grad-CAM at the global feature level,
highlights important features of each individual, represented as heatmaps.

VehiclelD — VeRi-776

Original Image Feature Map Overlap Flipped Image Feature Map Overlap
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Ablation Study:: Feature Maps Visualization AU )
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The feature map, visualized using Grad-CAM at the global feature level,
highlights important features of each individual, represented as heatmaps.

VeRi-776 — VehiclelD

Original Image Feature Map Overlap Flipped Image Feature Map Overlap




Ablation Study:: K-means Clustering Settings
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The K-means algorithm was employed for clustering to generate pseudo-
labels in the target domain.

Person RelD Market — CUHK CUHK — Market
Number of Clusters mAP R-1 R-5 R-10 mAP R-1 R-5 R-10
Ours (Mr,; = 500) 444 432 653 764 694 868 949 96.7
Ours (M7 ; = 700) 578 59.1 761 836 817 927 971 98.1
Ours (Mr,; = 900) 664 669 834 889 845 939 97.6 98.7

Person RelD Market —» MSMT CUHK — MSMT
Number of Clusters mAP R-1 R-5 R-10 mAP R-1 R-5 R-10
Ours (Mr; = 2000) 441 713 824 86.0 40.68 68.66 79.74 83.36
Ours (M7 ; = 2500) 411 689 805 842 3891 6726 7897 82.80
389 672 79.0 832 358 647 76.6 80.8

Ours (M7,; = 3000)

Vechile RelD VehicleID — VeRi-776 VeRi-776 — VehicleID
Small
Number of Clusters mAP R-1 R-5 R-10 mAP R-1 R-5 R-10
Ours (M7 ; = 500) 4950 80.15 89.05 90.29 66.60 5820 7590 83.70
Ours (M; = 700) 49.63 79.14 86.65 89.69 67.04 58.32 76.51 84.32
48.61 79.02 86.29 89.15 66.70 5750 77.60 84.20

Ours (M7,; = 900)

Experimental results on different
settings of number of pseudo
identities in K-means clustering
algorithm.

Bold denotes the best results.
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Ablation Study:: Greedy K-means++ Initialization
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The experimental results comparing greedy K-means++ initialization with a
random approach.

Person RelD

Market — CUHK

CUHK — Market

Number of Clusters

mAP R-1 R-5 R-10

mAP R-1 R-5 R-10

Ours (M7,; = 500)

444 432 653 764

694 86.8 949 96.7

Ours (M7,; = 700)

578 59.1 76.1 83.6

81.7 927 971 98.1

Ours (M7,; = 900)

664 669 834 88.9

84.5 939 97.6 98.7

Person RelD

Market — MSMT

CUHK — MSMT

Number of Clusters

mAP R-1 R-5 R-10

mAP R-1 R-5 R-10

Ours (M7,; = 2000)

441 713 824 86.0

40.68 68.66 79.74 83.36

Ours (M7 ; = 2500)

41.1 689 80.5 84.2

3891 67.26 78.97 82.80

Ours (M1,; = 3000)

389 672 79.0 832

358 647 76.6 80.8

Vechile RelD

VehicleID — VeRi-776

VeRi-776 — VehiclelD
Small

Number of Clusters

mAP R-1 R-5 R-10

mAP R-1 R-5 R-10

Ours (M7,; = 500)

4950 80.15 89.05 90.29

66.60 58.20 75.90 83.70

Ours (M7,; = 700)

49.63 79.14 86.65 89.69

67.04 58.32 76.51 84.32

Ours (My ; = 900)

48.61 79.02 86.29 89.15

66.70 57.50 77.60 84.20

Experimental results on different
settings of number of pseudo
identities in K-means clustering
algorithm.

Bold denotes the best results.
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Ablation Study:: SECAB Configuration /U,

To validate the effectiveness of SECAB, we conduct an experiment by

removing it from our network.

Person RelD Market — CUHK (Mr; = 900) CUHK — Market (My; = 900)
Method mAP R-1 R5 R10 mAP R-1 R-5 R-10

Ours (without SECAB) 650 651 826 876 839 937 974 986
Ours (with SECAB) 664 669 834 889 845 939 976 98.7
Person RelD Market — MSMT (M7 ; = 2000) CUHK — MSMT (M;; = 2000) . _
Method mAP _ R-1___R5 R-10 mAP R-1 _R-5 R-10 Experimental results on different

Ours (without SECAB) 432 703 81.8 852 405 680 792 83.1 settings of number of pseudo
Ours (with SECAB) 44.1 71.3 824  86.0 40.7 68.7 79.7 83.4 identities in K-means clustering

Vehicle RelD VehicleID — VeRi-776 (M ; = VeRi-776 — VehicleID Small  algorithm.
500) (M7 = 700) Bold denotes the best results.
Method mAP R-1 R-5 R-10 mAP R-1 R-5 R-10

Ours (without SECAB) 48.03 7892 87.61 8893 65.14 57.02 75.56 82.97
Ours (with SECAB) 4950 80.15 89.05 90.29 67.04 58.32 76.51 84.32
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Ablation Study:: Computational Complexity Analysis /L
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We include a comparative table of commonly used Res-Net backbones in
terms of parameters and Giga Floating-Point Operations per Second
(GFLOPs).

CORE-RelID V2 Parameters GFLOPs Image FPS (using 1 Quadro RTX 8000
with Backbone (millions) (per image) Size GPU)

ResNet-18 12.97 M 1.18 128x256 254

ResNet-34 23,08 M 2.35 128x256 185

ResNet-50 46.62 M 5.10 128x256 144

ResNet-101 65.61 M 7.58 128x256 87

ResNet-152 8126 M 10.61 128x256 61

The clustering parameter values (Mr ;) is carried out from the study of K-means clustering settings.
Bold denotes the best results.




Ablation Study:: Benchmark on PaperWithCode

Unsupervised Domain Adaptation on Market to MSMT Unsupervised Domain Adaptation on CUHKO3 to Market

Leaderboard Dataset Leaderboard Dataset

kkkkkkkkk

Other models  -s- Models with highest mAP

Other models o~ Models with highest mAP

Source Target .
# dataset dataset Paper with code (CORE-RelD) Rank

1 CUHKO3 Market-1501 https://paperswithcode.com/sota/unsupervised-domain-adaptation-on-cuhk03-to-1 Top1
2 CUHKO3 MSMT17 https://paperswithcode.com/sota/unsupervised-domain-adaptation-on-cuhk03-to Top1
3 Market-1501 CUHKO03 https://paperswithcode.com/sota/unsupervised-domain-adaptation-on-market-to-6 Top1
4 Market-1501 MSMT17 https://paperswithcode.com/sota/unsupervised-domain-adaptation-on-market-to-1 Top1
5 VehiclelD Veri-776 https://paperswithcode.com/sota/unsupervised-domain-adaptation-on-vehicleid Top1
6 VehiclelD VERI-Wild https://paperswithcode.com/sota/unsupervised-domain-adaptation-on-vehicleid-1 Top1

https://paperswithcode.com/sota/unsupervised-domain-adaptation-on-vehicleid-2
https://paperswithcode.com/sota/unsupervised-domain-adaptation-on-vehicleid-3

7 Veri-776 VehiclelD https://paperswithcode.com/sota/unsupervised-domain-adaptation-on-veri-776-to Top1
https://paperswithcode.com/sota/unsupervised-domain-adaptation-on-veri-776-to-1 -~
https://paperswithcode.com/sota/unsupervised-domain-adaptation-on-veri-776-to-2
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Summary

® CORE-RelD V1 & V2

CORE-RelD V1

Category Current Status Drawbacks/ Issues G v
Applied  Person RelD Only support Person RelD. Expansion from Person RelD to Vehicle RelD and further
Domain Object RelD.
Synthetic Data Camera-Aware Do not work in case the number of = Camera-Aware Style Transfer and Domain-Aware Style
Generation Style Transfer =~ cameras is not specified. Transfer (for the case the number of cameras is not
specified).
Data Random gray =~ Only replace random gray scale patchLocally gray scale patch replacement and global gray
Augmentation scale patch in the image locally. scale conversion.
replacement
K-Means Random Problems from random initialization Greedy K-Means++ initialization helps:
Clustering initialization (1) Poor centroid placement (1) Selects centroids with optimized spread
(2) Slow convergence (2) Minimizes redundancy, requiring fewer iterations
(3) Stuck in local minima (3) Improves initialization stability
(4) High variance in results (4) Reduces randomness and provides consistent clusters
(5) Imbalanced cluster sizes (5) Ensures better centroid distribution
Ensemble Ensemble Fusion Only the local features are enhanced Ensemble Fusion++ (with ECAB and SECAB) helps
Fusion with ECAB in the Ensemble Fusion. enhance both local and global features.

Supported ResNet50, 101, Do not support small backbones such ResNet18, 34, 50, 101, 152
Backbones 152 as ResNet18, 34.
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Achievements and contributions

Advanced Data Augmentation Techniques: The framework integrates novel data augmentation strategies, such as
Local Grayscale Patch Replacement and Random Image-to-Grayscale Conversion for UDA task. These methods
introduce diversity in the training data, enhancing the model's stability.

Dynamic and Flexible Backbone Support: CORE-RelD V2 extends compatibility to smaller backbone architectures,
including ResNet18 and ResNet34, without compromising performance. This flexibility allows for deployment in
re-source-constrained environments while maintaining high accuracy.

Expansion to Vehicle and further Object RelD: Unlike its predecessor, which focused solely on person re-
identification, CORE-RelD V2 extends its scope to Ve-hicle Re-identification and further general Object Re-
identification. This expansion demonstrates its versatility and adaptability across various domains.

Introduction of Ensemble Fusion++: The framework incorporates the SECAB into the global feature extraction
pipeline to enhance feature representation by dynamically emphasizing informative channels, thereby improving
discrimination between instances.

Achieved state-of-the-art (SOTA) performance and reduced the gap between supervised and unsupervised Person
Re-ID.

\\/4

lwate Prefectural
University




Future Work:: CORE-RelD V2

Limitations and Solutions

@

The scalability of the

W

Reliance on the quality of pseudo-
labels makes it vulnerable to
performance degradation in noisy

T =

Focus on Person and Vehicle
RelD tasks also limits its
exploration of broader Object
RelD applications

3
framework to other datasets

remains unexplored

or highly complex scenarios.

Explore other datasets (BV-

Person, ENTIRe-ID, VRID-1,

VRAI, Vehicle-Rear and V2I-
CARLA,..)

Explore advanced techniques,
such as adversarial
regularization, to mitigate the
impact of noisy pseudo-labels.

Evaluate CORE-RelD V2 on
general object, such as animal,
product, or scene-specific RelD

\'/
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Future Work:: Orientation-aware triplet loss e/ UV

Triplet Loss

1086 - Front

Traditional triplet loss
ignores human body
orientation during sample
selection.

Triplet Loss:

Triplet loss uses triplets of images: an anchor image, a positive image (same identity as
anchor), and a negative image (different identity than anchor).

Distance Calculation:

The network calculates the feature embeddings for each image using a deep neural network.
Then, it computes the Euclidean distance between the anchor's embedding and the positive
embedding (d,ositive) @and the anchor's embedding and the negative embedding (dy,egative)-
Loss Function:

The core of triplet loss is to minimize the distance between the anchor and the positive
sample (d,ositive) While maximizing the distance between the anchor and the negative

sample (dpegative)-- This is often achieved with a margin (m) where d,o¢ipe +m <

1086 - Back

dnegative~
(neqative] (Canchor ]
\ 4 lpositivel/—-
'\ Learning...
) \'/
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Future Work:: Orientation-aware triplet loss

Limitations and Solutions

Needs / Issues

1. Traditional triplet loss ignores human
body orientation during positive and
negative sample selection.

2. Negative samples with vastly different
orientations from the anchor (e.qg.,
front vs. back view) are too easy,
leading to ineffective training.

3. Models may be overfit to pose-related
features rather than identity-
discriminative features, reducing
generalization in cross-camera or
domain adaptation scenarios.)

Motivations

1.To encourage the model to focus on
identity cues, not just pose or
orientation.

2. To improve the effectiveness of hard
negative mining by making it
orientation-aware.

3. To enhance robustness and
generalization, especially in cross-

camera or domain-adaptive person re-

identification.

Solution

1. Modify the triplet sampling strategy:
 Anchor: person image with a given
orientation.
« Positive: same person, not very
similar orientation to the anchor.
 Negative: different person, but with
similar orientation to the anchor.
2. This forces the model to learn fine-
grained, identity-specific features by
removing orientation as a shortcut.
3. Body orientation is estimated using
pose estimation models, classifiers,
or metadata.

\'/
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> Project Page: https://trinhquocnguyen.github.io/core-reid-v2-
homepage/

> Github: https://qgithub.com/TrinhQuocNguyen/CORE-RelD-V?2

> Paper: https://www.mdpi.com/3042-5999/1/1/4

> Paperwithcode: https://paperswithcode.com/paper/core-reid-v2-
advancing-the-domain-adaptation Trinh Quoc Nguyen'-2”, Oky Dicky Ardiansyah Prima ", 3

Syahid Al Irfan'- 2, Hindriyanto Dwi Purnomo 3, Radius Tanone 3.

& & CORE-RelD V2: Advancing the
Domain Adaptation for Object Re-
|dentification with Optimized Training and
Ensemble Fusion

Tiwate Prefectural University, 2CyberCore Co., Ltd. 3Sa‘(ya Wacana Christian University.
* Correspondence: g236v201@s.iwate-pu.ac.jp (T.Q.N.); prima@iwate-pu.ac.jp (O.D.AP).
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Ablation Study:: Demo Video (Person RelD)
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Ablation Study:: Demo Video (Vehicle RelD)
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Ablation Study:: Demo Video (Vehicle RelD)

Camera 3 Camera 4

Re—identification Status (Simulated):

'
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